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Abstract:

This talk focuses on understanding, diagnosing, and mitigating biases in text-to-
image (TTI) generative models. | will first present a series of methods developed to
systematically analyze social and representational biases in these models, including
TIBET for dynamic bias evaluation, BiasConnect for studying interactions between
multiple bias axes through causal structures, and InterMit for modular, intervention-
based bias mitigation. Together, these works aim to move beyond surface-level bias
measurements toward more principled and causal analyses of generative behavior. |
will conclude by introducing Namya Kavach, an ongoing effort to build scalable,
transparent, and community-oriented frameworks for evaluating and governing risks
in generative Al systems.
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